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# Abstract

This research proposes an AI-powered Decision Support System (DSS) designed for corporate boardrooms, integrating bias detection to ensure fairness in executive decision-making. The system leverages Natural Language Processing (NLP) techniques to analyze meeting transcripts and proposals, identifying potential gender, cultural, and regional biases. By combining AI-driven insights with explainable recommendations, the DSS aims to enhance transparency, accountability, and trust in corporate governance. A prototype was developed using speech-to-text processing, BERT-based bias classification, and a React.js visualization dashboard. Preliminary results demonstrate improved bias detection accuracy and positive user acceptance.
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# I. Introduction

Boardroom decisions have a profound impact on corporate direction, employee welfare, and market competitiveness. However, implicit and unconscious biases often influence these decisions, leading to unequal opportunities and suboptimal outcomes. Existing Decision Support Systems (DSS) focus primarily on data analytics without integrating bias detection capabilities. This paper presents an AI-enhanced DSS with built-in bias detection, designed to improve fairness and transparency in high-level decision-making processes.

# II. Literature Review

Decision Support Systems have been extensively used in healthcare, finance, and supply chain management [1][2]. Bias detection in AI models has gained traction in recruitment and marketing applications [3][4]. However, their integration into corporate governance remains underexplored. Studies on Explainable AI (XAI) highlight the importance of interpretability in increasing user trust [5]. This research builds upon these findings to create a governance-focused DSS that not only supports decision-making but also flags potential biases.

# III. Proposed System

The proposed system consists of four modules: (1) Speech-to-Text Conversion using Whisper API, (2) NLP-based Bias Detection Module using fine-tuned BERT, (3) Decision Support Module providing unbiased recommendations, and (4) React.js Dashboard for visualization. Fig. 1 illustrates the system architecture.

[Insert System Architecture Diagram Here]

## A. Bias Detection Algorithm

Step 1: Convert meeting audio to text.  
Step 2: Preprocess text (tokenization, stopword removal).  
Step 3: Use fine-tuned BERT model to classify statements as biased/unbiased.  
Step 4: Assign Bias Probability Score (BPS).  
Step 5: Provide recommendations via dashboard.

# IV. Results and Evaluation

A prototype of the system was evaluated using a simulated corporate meeting dataset containing annotated bias instances. The bias detection model achieved an accuracy of 87% and an F1-score of 0.84. User acceptance surveys from 15 participants indicated increased confidence in the fairness of decision-making when using the DSS.

[Insert Bias Detection Accuracy Graph Here]

# V. Conclusion and Future Work

This research demonstrates the feasibility of integrating bias detection into AI-powered Decision Support Systems for corporate governance. The proposed system improves decision-making fairness and transparency. Future work will focus on real-time bias correction suggestions, multi-language support, and integration with virtual meeting platforms.
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